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Case in Brief 

•  Molecular simulations generating 10x Terabytes of data 
•  How to store the data for analysis over a period of 3-10-20 

years? 



Biological Context: Proteins and Other Receptors 

 
 
 

Nanoscale engines in cells –  
Receptor function bridged to conformation 



Membrane Receptors Targeted by Drugs 
•  Example: 

GPCRs  
•  Target of ~50% 

of drug 
development  

•  Annual revenue 
above USD 65 
billion 

•  The case shown 
for epidermal 
growth factor 
receptor (EGFR) 
dimerization/
activation 



Molecular Simulations 



Resources: Computing 

Tampere Center for Scientific Computing  
•  directed by Vattulainen 
   
 

Main computer nodes based on the HP 
ProLiant SL6500 Scalable System product 
family (installed in Dec 2011) 

•  HP ProLiant SL390s G7 1U half width server 
•  2 * Intel 6-core Xeon X5650 CPU 
•  48-96 GB memory (4GB-8GB/core) 
•  HP ProLiant s6500 4U Chassis 
•  2000 CPU cores (by end of 2013) 



CSC – IT Centre for Science 
•  Cray XC30 + other machines 
•  About 12,000 cores  
•  Upgraded in Dec 2012  
 

   

Resources: Computing 

Also, access to various other 
supercomputing centres: 
•  Tier-0 resources (PRACE): 60,000,000 core-

hours granted in Feb 2013  
•  Tier-1 resources in DECI/PRACE (EU FP7) 
•  Jugine in Julich  
•  HorseShoe in Odense, Denmark  
•  SharcNet in Canada  
•  Etc.  

We use ~10,000 core-years of 
computing time in 2013. 
 

   



Amount of Data We Get Today 
•  A typical simulation for ~200,000 

atoms over 1 microsecond: 200 GB of 
data  

•  About 10 simulations per project: 2 Tb  
•  About 40 members in the team, each 

with a project. Total data: ~100 Tb per 
year 

•  Data storage: On local computers, 
external hard disks (CSC quotas 
overused by almost all of our people)  

•  State of the art simulations require 
even larger data storage resources: The 
PRACE project alone (60,000,000 core-
hours) will generate ~10 Tb of data.  



How to Deal with Massive Data 
 

Short-term storage (~1-3 years) 

   

Multiple-backup principle for trajectories 
 
 

•  Local disks in large servers up to 
multiple Tb’s (expensive, safe) – long-
term storage 

•  Local in-group internal and external 
hard disks (cheap, vulnerable) – 
needed for analysis 

•  National backups: CSC (archive; safe, 
limited by CSC resources, not fast) – 
long-term storage 



How to Deal with Massive Data 
 

Long-term storage (~10 years) 

    

Backups for the primary simulation files 
of systems that have been simulated, 
stored as a database for  

   

•  Starting and end configuration files 
•  Force field  
•  Simulation/run files 
•  Article versions prepared (PDF, doc, 

etc.) 
•  Analysis codes  
 
 



Added Value of Long-Term Storage? 
Primary focus of long-term storage:  
•  Only limited primary data is always stored permanently: files needed to repeat the 

simulations  
•  Given these, if needed, the simulations can (usually) be repeated with minor 

computing resources 4-5 years later  

However: 
•  New versions of simulation packages are occasionally not compatible with older 

versions, implying that the simulations cannot repeated identically even if all the 
input files are available  

•  Occasional need to reconsider older results to consider the quality of the models 
used 

•  Based on new exptl evidence, new analysis of older data would be preferable  
•  Development of theoretical descriptions requires older data to be at hand 

Secondary focus of long-term storage:  
•  Resources allowing, we store all the simulation data we have 



After All There is the Biological Context 

 
 
 

Understanding receptor function allows design of new 
means to control the function for better health 
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