
 Pekka Hurskainen (pekka.hurskainen@ymparisto.fi) 

Finnish Environment Institute SYKE   

University of Helsinki, Dept. of Geosciences and Geography, ECHOLAB 

Satellite time-series processing with FORCE 
in CSC-Taito environment 



FORCE 
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FORCE is a software project, 
which is intended to be a 
Landsat+Sentinel-2 'all-in-one 
solution' for generating 
atmospherically and 
topographically corrected, 
quality screened images, image 
composites and basic time series 
products tailored for large-area 
and multi-temporal applications. 

Force homepage: 

https://www.uni-trier.de/index.php?id=63673&L=0  
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Main features 1/3 

● Written in C, parallelization with OpenMP API. Command-line! 

● Integration of Landsat 4–8, and Sentinel-2 A/B as Virtual Constellation 

● Data management of L4-8 and S2 Level 1 data,  download 

● Generation of Analysis Ready Data (ARD) a.ka Level2 data  
• Advanced cloud and cloud shadow detection (modified fmask) 

• Quality screening  

• Integrated atmospheric1 and topographic2 correction 

• Adjacency effect correction  

• BRDF reduction  

• Resolution merge of Sentinel-2 bands: 20m -> 10m  

• Data cubing: reprojection / gridding  

 4 1Radiative transfer model of Tanré et al 1990 
2Modified c-correction of Kobayashi & Sanga-Ngoie 2008 



Pre-processing workflow (Level1 -> Level2) 
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Frantz et al. 2015 



Main features 2/3 

● Generation of highly Analysis Ready Data (hARD) a.ka Level3 
• Large area, Gap free  

• Best Available Pixel (BAP) composites  

• Phenology Adaptive Composites (PAC)  

• Spectral Temporal Metrics (STM) – min, max, mean, range, quantiles… 

● Generation of highly Analysis Ready Data plus (hARD+).  
• Time Series generation: spectral bands, spectral indices, Spectral Mixture 

Analysis (SMA) 

• Time series folding 

• Time series interpolation 

• Time series statistics 

• Trend analysis 

• Change, Aftereffect, Trend (CAT) analysis  

• Land Surface Phenology (LSP)  
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Main features 3/3 

● Detailed data mining of the Clear Sky Observation (CSO) 
availability 

● Data Fusion. Improving spatial resolution of coarse continuous 
fields:  

• MODIS LSP -> medium resolution LSP.  

• Improving spatial resolution of lower resolution ARD using higher 
resolution ARD: 30m Landsat -> 10m using Sentinel-2 targets 
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● Installed to Taito in 
December 2018 (v2.1) 

● Load modules: 
module load force gnu-parallel 

● List available commands: 
ls –l 

/appl/earth/force/v2.1/bin 

● Note, some commands have 
.sh extension some don’t! 
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FORCE in Taito 
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● Assists in organizing and maintaining a clean and consistent Level 1 
data pool  

● Automatic downloading of Sentinel-2 data (not for Landsat) 

● TIP: Use force-level1-sentinel2-nv.sh – a script modified by Kylli Ek 
/CSC which shows real time download info 
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FORCE L1AS - Level 1 Archiving Suite  



● force-level1-sentinel2-nv.sh /wrk/pjhurska/kili level1.pool 

"37.841/-3.58,36.97/-3.58,36.97/-2.805,37.841/-2.805,37.841/-

3.58" 2016-01-01 2019-02-01 0 85 

●  Downloads all available sentinel-2 images from the area of 
interest, from 1 Jan 2016 until 2 Feb 2019, allowed cloud 
coverage 0-85% 

● You need user account at scihub.copernicus.eu (user name and 
password in a hidden file ‘.scihub’ in your home directory) 
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Example: Download 3+ years of S2 images 
from Kilimanjaro, Tanzania 
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Example: Download 3+ years of S2 images 
from Kilimanjaro, Tanzania 

● Downloaded images will be saved in the folder defined as the 
level-1 datapool (1st argument), under subfolders (compressed) 

● The file queue (2nd argument) is a text file which simply lists all 
images and its processing status 

 



The file queue 
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● If the file queue file does not exist, it will be created.  

● If it exists, new imports are appended to this file.  

● This queue is needed also for Level 2 processing; all images with 
‘QUEUED’ status are downloaded but not yet processed to Level2  

● After L2-processing the status is set to ‘DONE’.  



● Generates harmonized, standardized and radiometrically consistent 
Level 2 products (ARD: Analysis Ready Data) based on Level 1 data.  

● Cloud and cloud shadow detection, radiometric correction, data cubing.  

● Only one parameter file needed for all images and sensors! 

● First step: create a skeleton parameter file which you can modify: 
force-parameter-level2 /wrk/pjhurska/kili 

 

 

● Rename: mv level2-skeleton.prm level2.prm  

● Edit: emacs level2.prm 
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FORCE L2PS - Level 2 Processing System 



● Files and directories 
• FILE_QUEUE, DIR_LEVEL2, DIR_TEMP, FILE_DEM 

● Spatial properties 
• DO_REPROJ, DO_TILE, TILE_SIZE, RESOLUTION, 

ORIGIN LAT / LON, PROJECTION 

● Radiometric correction options 
• DO_TOPO, DO_ATMO, DO_BRDF, DO_AOD 

● Cloud detection options 
• MAX_CLOUD_COVER_FRAME, MAX_CLOUD_COVER_TILE, 

CLOUD_THRESHOLD, SHADOW_THRESHOLD 
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Level 2 Parameter File, essential parameters 



● 2nd step: run the actual level2 processing as a batch job  

● Arguments: (1) name of the parameter file, (2) number of CPUs used for 
parallel processing, (3) delay in seconds between image processing 

● Each image enqueued in the file queue is processed to Level 2 according 
to the specifications in the parameter file  

● After processing, the image is dequeued -> if you need to reprocess your 
images, you can sed -i ‘s/DONE/QUEUED/’ level1.pool 

● The processed images and a logfile are written to output dir 
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force-level2 – mass processing of level1 images 
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Example of a SLURM batch file – run-level2.sh 

TIP: More info about SLURM batch files: 

https://research.csc.fi/taito-constructing-a-batch-job-file  
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● Schedule the batch job for processing: 
• sbatch run-level2.sh 

● Check the status of your batch queue 
● squeue –u pjhurska 

● You will be notified by email after the job is done, or crashed in an error 
(settings for that in the SLURM batch file) 
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Run the batch file 
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Example of a SLURM “standard output” 



● You can either use the original 
UTM projection and zone, or 
reproject to any projection 
supported by GDAL 

● After reprojection, the data can be 
tiled to an arbitrary grid -> highly 
recommended and necessary for 
all higher-level FORCE operations  
(>Level2) 

● Final mosaicking to one single 
image can be done as last 
processing step. 
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About projection and tiling in FORCE 



● force-tabulate-grid can be used to extract the 
processing grid as ESRI shapefile, e.g. for 
visualization purposes  

● Parameters: 1) folder containing a data cube 
definition file 2-5) approximate bounding box 
of your study area in decimal degrees 
• force-tabulate-grid 

/wrk/pjhurska/kili/level2 -3.58 -2.805 

36.97 37.841 

● Output: shapefile ‘datacube-grid.shp’ stored in 
the same directory as the data cube. 
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Export tile grid as shapefile 



● Each datacube has the following components created automatically: 

• Subfolders for each tile (e.g. X0000_Y0000, X0000_Y0001,  … Xnnnn_Ynnnn). Under each 

subfolder, output images for each tile and for each image that was processed. 

• Available output products, in GeoTIFF or ENVI format: 
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Structure of the Level2 Data Cube 1/2 



● Each datacube has the following components created automatically: 

• Spatial Data Cube Definition file ‘datacube-definition.prj ’ with following 

parameters each in a separate line: (1) projection as WKT string, (2) Lon origin of the tile 

system, (3) Lat origin of the tile system, (4) projected X origin of the tile system, (5) 

projected Y origin of the tile system, and (6) width of the tiles in projection units.  
PROJCS["Arc 1960 / UTM zone 37S",GEOGCS["Arc 1960",DATUM["Arc_1960",SPHEROID["Clarke 1880 

(RGS)",6378249.145,293.465,AUTHORITY["EPSG","7012"]],AUTHORITY["EPSG","6210"]],PRIMEM["Greenwich",0,AUT

HORITY["EPSG","8901"]],UNIT["degree",0.01745329251994328,AUTHORITY["EPSG","9122"]],AUTHORITY["EPSG","42

10"]],UNIT["metre",1,AUTHORITY["EPSG","9001"]],PROJECTION["Transverse_Mercator"],PARAMETER["latitude_of

_origin",0],PARAMETER["central_meridian",39],PARAMETER["scale_factor",0.9996],PARAMETER["false_easting"

,500000],PARAMETER["false_northing",10000000],AUTHORITY["EPSG","21037"],AXIS["Easting",EAST],AXIS["Nort

hing",NORTH]] 

36.799999 

-2.800000 

255329.156250 

9690586.000000 

30000.000000 22 

Structure of the Level2 Data Cube 2/2 



● Create a new directory and generate quicklooks: 
• mkdir /wrk/pjhurska/kili/level2/quicklook 

• force-quicklook-level2.sh /wrk/pjhurska/kili/level2 

/wrk/pjhurska/kili/level2/quicklook 1500 

● Output: One JPG with fixed size 256x256 px for each image. 

● The true color quicklooks have a fixed stretch from 0–maxval (3rd 
argument).  

● The upper limit of the stretch needs to be given in scaled reflectance 
(scaling factor 10,000), e.g. 1500. This value can be decreased/increased 
for very dark/bright landscapes.  23 

Create quicklooks of Level2 images 
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Quicklooks of one tile, 14 months observations 



● Generates temporal aggregations of Level 2 data to provide seamless, 
gap free, and highly Analysis Ready Data (hARD)  

• Spectral temporal statistics (e.g. average reflectance within 
compositing period)  

• Pixel-based composites, static or phenology-adaptive (latter requires 
additional seasonal parameters SOS, POS, EOS) 

● First step: create a skeleton parameter file which you can modify: 
force-parameter-level3 /wrk/pjhurska/kili 
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FORCE L3PS - Level 3 Processing System 
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Example of a SLURM batch file – run-level3.sh 

● Schedule the batch job for processing: 
• sbatch run-level3.sh 
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Level 3 outputs 



● Temporal average 
surface reflectance 
01/2016 – 01/ 2019  

● All composites in 
10m pixel size 
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11-8-4 



● Temporal median 
surface reflectance 
01/2016 – 01/ 2019  

● At first look, appears 
very similar to 
average 

11-8-4 



● Temporal 
minimum 

● Artefacts from 
cloud shadows 
visible 

30 

11-8-4 



● Temporal 0.25 
quantile 

● Artefacts 
minimized 

31 

11-8-4 



● Temporal 
maximum 

● Cloud artefacts 
visible 
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11-8-4 



● Temporal 0.75 
quantile 

● Artefacts 
minimized 

33 

11-8-4 



● Temporal range 

● Artefacts visible (better to 
use interquartile range 

● Reveals spectral variance 

34 

11-8-4 



● Best Available 
Pixel composite 

● This example is 
not usable due to 
high phenological 
variance and 
three years of 
observations 

● Tuning of the 
compositing 
scores is also 
critical  

11-8-4 



● Number of cloud-
free observations 
in compositing 
period 
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Temporal compositing scores: LSP-adaptive 
DOY scoring functions 
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Gaussian, [0,1] 

S0 < S1 > S2 

Logistic, [0,1]  

1 ≥ s0 > s1 > s2 ≥ 0 

(descending sigmoid) 

0 ≤ s0 < s1 < s2  ≤ 1 

(ascending sigmoid) 

Frantz et al. 2017 



Temporal compositing scores: Y-factor Yf 
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Auxiliary compositing scores, 1/3 
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● Cloud distance score, devaluates 
pixels in close proximity to a 
cloud or cloud shadow 

• uses modified fmask code, 
with dreq parameter (distance 
in meters beyond which the 
sky is assumed to be clear) 

● Haze score, devaluates hazy 
observations using Haze 
Optimized Transformation (HOT) 
(Zhang et al. 2002, Zhu & 
Woodcock 2012) 



Auxiliary compositing scores, 2/3 
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● Correlation score, a general 
criterion to account for 
outlier-induced noise not 
detected previously  

• data artifacts,  

• residual misregistration,  

• undesired phenomena e.g. 
fires, missed clouds or 
shadows   

● Correlates one pixel 
observation with other 
observations -> 
Computationally expensive! 
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Auxiliary compositing scores, 3/3 
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● View angle score – devaluates off-nadir pixels on the basis of view 
zenith angle (e.g. for MODIS data)  
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Weighting parameters W 
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● You can also give weights [0,1] for each compositing score S (DOY, 
Year, Cloud, Haze, Correl, Vzen) 

● Weight = 0 disables the score entirely 
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FORCE TSA – Time Series Analysis 
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● Extracts quality-controlled time series with a number of 
aggregation and interpolation techniques  

• TS on spectral bands, vegetation indices, spectral mixture 
analysis 

• Annual Land Surface Phenology metrics  

● Change and trend analyses can be done on any of the TS 

● TSA needs Level 2 ARD as input! 



Phenology-based CAT-analysis 
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ImproPhe – Improve spatial resolution of LSP 
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● Data fusion tool to 
developed to refine 
LSP metrics from 
MODIS using Landsat 
or S2 



ImproPhe – Improve spatial resolution of LSP 
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